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synopsis 

The dect of ermra of concentration and-molar-mass detectora in GPC on the accuracy of 
determining molar-mass averages a,, and M ,  was analyzed. Model calculations show &at by 
means of GPC with an on-line low-angle 1- light-scattering (LALLS) photometer only M ,  can 
be detennined with acceptable accuracy. M ,  --be determined with acceptable accuracy only for 
poiymem that have very small polydispersities. M ,  can be determined with greater accuracy from 
data of a concentration detector and ematographic-column-calibration data. The most suitable 
procedure for the determination of M ,  seems to be a direct integration of the molar-mass 
detector output, even if the error due to neglecting the second virial coefficient term is sigdcant. 
Compared with the inaccuracy of detectors, axial dispersion appears not to be the main source of 
errom in GPC with an on-line molar-mase detector. 

INTRODUCTION 
In our preceding communication' we examined the accuracy of determina- 

tion of the molar-mass distribution (MMD) by means of GPC with an on-line 
low-angie laser light-scattering photometer as a molar-mass detector. We 
derived a relation between the error in the molar-mass determination uM and 
errors caused by concentration and molar-mass detectors, u, and uR, respec- 
tively. The other effects on the accuracy of molar-mass determination, which 
include the axial dispersion inside and outside the chromatographic column, 
were intentionally omitted. A quantity C,, which gives the relative part of the 
area under the MMD curve, w(1og M), when the error ( u ~ ~ ) ~  is higher than a 
certain limit, was defined as the criterion of reliability of determination of a 
certain h4MD.' By model calculations, we demonstrate the dependence of C, 
on the MMD parameters of the analyzed polymer, that is, its average molar 
mas and the degree of polydispersity, and on the magnitude of injection at 
various working regimes of the molar-mass detector. [The subscript d at 
( u ~ ) ~  helps to d i s t i n b  it from (uM),, that is, from the error in the 
determination of M caused by using the concentration detector and a calibra- 
tion curve]. 

In this paper, we use relations derived earlier; our model calculations are 
aimed at  finding the effect of inaccuracy in the MMD determination on the 
most important moments: the number- and mass-average molar mass, an and nu, respectively. These calculations are performed both for the determination 
of M," and M," using data from the molar-mass and concentration detectors 
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and for the detennination of M,' and ML from the output of the concentra- 
tion detedor and a calibration curve of the chromatographic column. For 
comparison, we also give results of model calculations used in the M,"" 
detennination by the integration of the output of the LALLS photometer 
alone. For the sake of illustration, the results are compared with theoretically 
calhted errors due to axial dispersion in the column at  various spreading 
factors h.2*3 

TEZEORETICAL 

The model calculations were founded on principles and relations given in a 

(a) The analyzed polymer has a logarithmic-normal (Wesslau's) molar-mass 
previous paper.' Thus only basic assumptions are given below: 

distribution4 with parameters M, and p 2  

(b) W e  disregard the axial dispersion in the column, extracolumn contribu- 

(c) Calibration curve of the column is linear and is described by the function 
tions, and any concentration effects. 

log,,M = K ,  + K2V (2) 

with the constants5 K, = 12.8 and K, = -0.1% mL-', where V is the elution 
volume of the polymer fraction having the molar mass M. 

(d) The concentration c and light-scattering intensity values in terms of the 
excess Rayleigh ratio AR, are measured using the respective detectors with 
the variances u,' and u& 

For the errors in determining M (or log M), which is calculated using 

M = ( Kc/AR,  - 2A2c)-' (3) 

a relation has been derived under these assumptions,' 

(1 + 2A,Mc), 
KM(l+  2aA2Mc) 

where K is the optical constant and A, is the second virial coefficient, whose 
dependence on M is approximated by 

A, = aM-" (5) 

For the constants K, a, and a in eq. (4), their numerical values for a 
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polystyrene solution in toluene at  25°C are1 

R = 1.1 x 10-~mol cm2 g - * ,  a = 0.227, 

and 

a = 8.4 X mo1°.n3 cm3 g- lqn3.  

The variance of experimental values c and PRO, u," and u i ,  respectively, 
was assumed to be half the noise from the respective detector. Depending on 
the magnitude of the signal, the LALLS photometer used as the molar-mass 
detector may operate either in the regime of constant absolute error, u i  = uk2, 
when ob is the sensitivity limit of the detector (uh = 3 x 10-8cm-'),6 or in 
the regime of constant reiative error, u$ -9 u i 2  > uk2, where ug is proportional 
to the magnitude of the signal in the maximum (ug  = 1.2 x 10-2(ARo)m). 
In an experimental arrangement sugges ted  by Hamielec et al.,' measurements 
can be performed in the regime of constant absolute enor also when u$ > uh, 
thus making full use of possibilities offered by the LALLS photometer. 

For the transformation of the elution curve c(V) into the distribution 
function w(1og M), we have 

w(l0g M )  = - c( V)/K,rnO (6) 

where m, is the amount of the analyzed polymer. In the calculation of 
molar-mass averages 

(Aft)-' = CM-'w( logM) d logM Mzw(loglM) d logM (7) I j M ,  

M t  = / M z M w ( l o g  M )  d log M )  d log  M (8) 
MI 

we integrated in the interval of molar mases ( M , ,  M2) ,  where ( u i g M ) d  is 
smaller than 4 ( ~ & ) ~ ,  that is, four times smaller than the average scatter of 
molar masses obtained from light-scattering measurements. 

For calculations of M,' and A4; by means of the calibration dependence (2) 
and the concentration detector output 

we integrated a model output of the concentration detector in the interval of 
elution volumes (V,, V,), when the magnitude of the signal c(V) is at least 
twice as high as the noise level, that is, c(V) 2 40,. 
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Similarly, the quantity 

Mwu = lV?R,( V )  dV/Km, 

was obtained directly by integrating the output of the LALIS photometer in 
the interval of elution volumes (V;, V i ) ,  where AR,(V) 2 4uR, that is, at least 
twice as high as the noise level of the detector. The error caused by neglecting 
the second virial coefficient term in eq. (3) is regarded as being much smaller 
than the inaccuracy arising from the axial dispersion of the detector.'-'' 

A comparison is made regarding the errors of determining M i ,  M,d, M:, 
M i ,  and MwLALLs for polymers having MMD with various parameters M,  and 
p 2  with the errors found for the same quantities, but caw by axial 
dispersion in the column at various spreading factors h. Assuming h to be 
constant, Hamielec and Ray2 derived the following relationships for the 
determination of M,'(h) and M$(h)  from the spread chromatogram and 
calibration dependence (2): 

Mi(  h ) / f i n  = exp( - 2.32K,2/4h) (12) 

M i (  h ) / M ,  = e~p(2.3~KZ/4h) (13) 

in which Hn = Mi( w) and aw = M i (  w) corresponds to a chromatogram in 
which there is no band broadening ( h  -* w). For GPC with an on-line 
molar-mass detector of the LAUS photometer type and for polymers having 
the logarithmic-normal distribution, Netopilik derived relations for an error 
due to spreading3 

M,d( h)/&f,, = exp[2.3B2/2(1 + B2h/2.3K,2)] 

M i (  h ) / B w  = 1 

RESULTS AND DISCUSSION 

The relative error of the investigated quantity M i  is denoted with 6M: 

where M i  is ML or MA, and the index i denotes the method used to obtain 
this quantity ( i  = d, c, LALLS). The symbol ax denotes the correct value of 
the respective quantity. 

Preliminary calculations showed that the error of determinin g M,d, 6 M f ,  is 
positive and virtually independent of the magnitude of the injection mass mo 
and the molar mass of the polymer M,, if the molar-mass detector operates in 
the regime of constant relative error [Fig. l(a), area B]. If the measurement is 
made in the constant absolute error regime [Fig. l(a), areas A and C], the 
error is inversely proportional to rnoMo. The hatched area C corresponds to 
an experimental arrangement according to Hamielec et al.' 
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fig. 1. Dependence of the error SM,d (a) and 6Mf (b) on themolarmass Mo and on the 
magnitude of injection mo of a polymer sample having polydispemity characterized by M,/M,, - 11: (area A) measurement in the regime of constant absolute error of the molar-mass detector: 
(area B) meaSurement in the regime of constant relative error of the molar-mass detector; [area C 
(hatched)] measurement according to Hamielec et al? 

The error of determinin g M,", SM,", is also predominantly positive, but i t  is 
smailer by more than an order of magnitude, and its dependence on M,  and 
m, is somewhat more complicated. In measurements with the molar-mass 
detector in the regime of constant absolute error [Fig. l(b), area A], SM," 
steeply decreases with increasing M, and m,; the decrease with M, is much 
steeper, in an experimental arrangement according to Hamielec' [Fig. 1@), 
area C] even down to zero; the sign of SM," changes to negative and then its 
absolute value increases again. At the same time, SM," always decreases with 
increasing injected amount. These trends, which are somewhat surprising, are 
a consequence of the partial compensation of errors in integrals in the 
numerator and denominator of eq. (8). 
Regarding the dependence of the error of determining M," and M," on the 

molar-mass distribution width of the analyzed polymer, SM,d progressively 
increases with /3* in both working regimes of the molar-mass detector (Fig. 2). 
The rise in SM,d is much slower if m, is chosen so that the maximum height of 
the concentration or molar-mass detector output is constant rather than 
injecting constant amounts of samples with various polydispersities. 

The accuracy of detenninin g M," is better by more than an order of 
magnitude than with M,d, but its dependence on molecular parameters of the 
analyzed sample is somewhat ambiguous. In measurements with the molar- 
mass detector operating in the regime of constant relative error, SM," is a 
predominantly increasing function of polydispersity of the sample [Fig. 2@), 
area B]. When working in the regime of constant absolute error, errors of 
opposite sign are combined in the determination of M,". With increasing 
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Fig. 2. Dependence of the error 6M,d (a) and 8Mi (b) on the parameters of the MMD of the 
g. Areas polymer, Mo and b2 (or MJM,), at a constant injected mount mo - I x 

denoted as in Figure 1. 
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Fig. 3. Dependence of the ahsolute value of the error 16MtI calculated using eq. (16) on the 
injected amount mo (a) and on the MMD parameters of the polymer Mo and /3' (b). Areas 
denoted as in Figure 1. 

polydispersity, the originally small negative error of the integral in the 
numerator of eq. (8) inc=reases, in its absolute value, more quickly than the 
error of the integral in the denominator. This results in a maximum in 
the SM: vs. h2 dependence, or in a change in the sign of the error with higher 
molar masses [Fig. 2(b), areas A and C]. [A partial compensation of the errors, 
of course, takes place also in the determination of M," and with M,d in the 
regime of constant relative error, but in this case the error of the integral in 
the numerator of eqs. (7) and (8) always predominates.] 

A somewhat more graphic situation arises, if the integral / z c (  V) dV is 
used instead of jzw(log M )  d log M in 

(M,d)-'  = /MzM-lzu( logM) d logM//v:c(V) dV 
MI 

M," = /MzMzu(log M )  d log M//v:c( V) dV 
MI 

(X) 

The character of the dependence of SM," on m,, M,, and p 2  remains 
unchanged, only the magnitude of the error is increased more. M," is then 
systematically subjected to a negative error, the absolute value of which 
decreams with m, and M,,, and increases with 8' [Figs. 3(a) and 3(b)]. The 
working regime of the molar-mass d e b t o r  is not very important here. 

The error of determining M,"" by a direct integration of the LALLS 
photometer output [eq. (ll)], (SMwLws),, is negative; in a measurement in 
the regime of constant absolute error, it IS inversely proportional to moMo 
[Fig. *a), areas A and C] and the dependence of the absolute value ISMwuIo 
on polydispersity has a maximum [Fig. 4(b), arm A and C]. In the regime of 
constant relative error, ISMwuIo is independent of both mo, M,, and p 2  
Figs. 4(a),(b), areas B], and its magnitude under our model conditions is 
about 1.5%. This, however, is an inaccuracy due only to integration, and it 
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Fig. 4. Dependence of the absolute value of the error /8M,L"""Io in which the second virial 
coefficient term is negligible on the injected amount m, (a) and on the MMD parameters of the 
polymer (b). Areas denoted as in Figure 1. 

does not include the error caused by neglecting the second virial coefficient 
term in eq. (3). The calculations were performed assuming A ,  = 0 (therefore, 
we write the subscript 0 at  ISMwLALLs~,). This m o r  is far from being always 
negligible, as one can see by comparing with model calculations using con- 
stants of eq. (5 )  for a solution of polystyrene in toluene a t  25OC.l The absolute 
value of the error in Mu"" caused by neglecting the second virial coefficient 
terms, [SMuuLALLsIA2, increases with both Mo and rno [Fig. 5(a)]. A t  low 
polydispersity (M,/Mn < 2), the absolute value of the error also increases, 
while a t  higher Mw/Mn i t  is virtually independent of rn, [Fig. 5(b)]. As to 
their magnitude, (SMfi"), and (SM,""),, are comparable and have the 
same sign. 

In the determination of M,' and Mi,  from the concentration detector 
output and a known calibration dependence, the errors SM,' and 6Mi are 

( 0 '  0.08 r 

Fig. 5. Dependence of the absolute value of the error IGMu?LLsI,: caused by neglecting the 
second virial coefficient term on the injected amount rn, (a) and on the parameters of the 
polymer (b); A? = 8.4 X x M-'.**' mol cm3 g - 2 .  



MOLAR-MASS AVERAGES OF POLYMERS BY GPC 2333 

0.3 

an; 

6M; (a! ) -_--___-_--- _--_ ---- - 

virtually independent of the molar mass of the polymer and decrease with the 
amount of injection [Fig. qa)]. With increasing polydispersity, the errors in 
both M,' and M z  increase as expected. Keeping the height of the concentra- 
tion detector output constant by varying m,, we find that the rate of increase 
in both errors is distinctly slower than at constant m, [Fig. qb)]. 

At this point, it should be recalled that, in the calculation of M," and M:, 
MMD was integrated using eqs. (7) and (8) in the range ( M L ,  M2) ,  when 
(a&,), is smaller than 4(a,&)=, while in the calculation of M i ,  Mg,  and 
M,"" the integration took place in the range of M when the signal-to-noise 
ratio was larger than 2, that is, when c(V) > 4ac, or AR,(V) > 4a,. Since the 
calculation conditions of SMf and SM: on the one hand, and those of 6M,', 
SM;, and S M u !  on the other, are not completely identical, the results 
cannot be exactly compared with respect to the magnitude. In spite of this, it 
can be said with certainty that the M,' values (if the calibration is tolerably 
reliable) are subjected to a distinctly smaller error than M,". However, the 
errors in M i  and Mk are comparable with each other; which value is more 
exact is dependent on the magnitude of injection and MMD parameters (M, 
and B2) .  The differences, however, are not large. 
aw can be determined much more exactly by a direct integration of the 

molar-mass detector output alone, when the absolute value of the error 
ISMwumI, including JSMWLALLsI, [Fig. qb)] and ISMWLALLSIA2 [Fig. 5(b)], is 
merely 2-4%. The low polydispemity range (aW/&fn < 2) is an exception, 

dM : 
-0.3 

dMk (h)  

- O L +  

4 - bMi(O.11 -___-___-------- -- 
1.1 2 5 11MJM, 3 

' , ' 
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Fig. 7. Comparison of the dependence of GM,d(h) on polydispemity /?* (or M,/M,)  [eq. (14)] 
for the spreading factor h - 0.1, 0.35, and 1.0 with SM," (undenoted curve) in the regime of 
constant relative error of the M-detector. 

where ISMWWI is somewhat higher. The error of determining M,"" may 
be reduced further if eq. (11) is normalized by means of the integral /? c( V) dV 
[cf. eqs. (9) and (lo)] instead of m,, which brings about a partial compensation 
of the errors. SMwu can then assume both positive and negative values. 

Let SM:( h), SMi( h), and 6Mi(  h) denote errors of the respective quantities 
due to the axial dispersion (alone) in the column at a given spreading factor h. 
Using relations (12)-(14), we calculated the magnitude of these errors for 
three different values: h = 0.1, 0.35, and 1.0 [Figs. 6(b) and 71. The value 
h = 0.35 has been taken from a paper by Net~pilik,~ along with the respective 
value of the calibration constant K, = -0.135. 

It should be noticed that, while SM,d(h) is always (with the exception of 
samples having a low polydispersity) much smaller than SM,d and both have 
the same sign, the errors SM,(h) and SM;(h) have opposite signs than SM; 
and SM:, so that they partly compensate each other. Which error pre- 
dominates depends on the magnitude of h. 

CONCLUSIONS 

Because of limited sensitivity of molar-mass and concentration detectors, 
only aW can be determined with acceptable accuracy by means of GPC with 
an on-line LALIS photometer; a,, can be determined accurately only if the 
polydispersity of the analyzed polymer is small. A somewhat more exact 
determination of a,, is possible using data of the concentration detector and 
calibration of the chromatographic column. Model calculations show that 
axial dispersion in the column certainly is not the main source of errors in 
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GPC used in the determination of Hw and n,,. Comparatively reliable data 
on aw can be obtained by a direct integration of the LALLS photometer 
output, although it  is not true that the error caused by ignoring the second 
virial coe0icient term would be negligible. 
Although, in some cases, the accuracy of determinin g a,, and nw may be 

i n d  by increasing the amount of the injected sample, this is at  variance 
with the effort to suppress the concentration effect to a minimum, and an 
optimal injected amount should therefore always be sought. 

SM,' 

ISMW-10 

APPENDIX: NOMENCLATURE 

Constant in eq. (5) 
Second virial c d c i e n t  
Mass concentration of a polymer in solution 
Criterion of reliability of the determination of molar-mass distri- 
butions, that is, the relative part of the area under a molar- 
mass-distribution curve for which the error ( is higher than 
a certain limit 
Column spreading factor 

Constants of the linear calibration dependence (2) 
Masa of the polymer analyzed 
Molar maas 
Parameter of the logarithmic-normal molar-mass distribution 
function (1) 
Number-average molar mass 
Mass-average molar mass 
(x = n, w )  Molar-mass average calculated: from the output of 
the concentration detector and the calibration m e  ( i  = c), 
from the output of the molar-mass and concentration detectors 
( i  = d ) ,  and directly from the output of the M L I S  photometer 

Excess Rayleigh ratio at zero scattering angle 
Elution volume 
Differential molar-mass distribution function 
Exponent in eq. (5) 
Parameter of the logarithmic-normal molar-mass distribution 
function (1) 
( i  - c, d,  LALIS; x = n, w )  Relative error of molar-mass aver- 
age M i  
Absolute value of the relative error of the molar-mass M,- 

optical constant in eq. (3) 

(i = LALLS) 

- 
in which the second virial coefficient term is negligible 

caused by neglecting the second virial coefficient term 
Standard error of a concentration detector 
Standard error in molar-mass determination 
Standard error of a molar-mass detector 
Variance of the molar mass obtained by an independent light- 
scattering measurement 

A, Absolute value of the relative error of the molar-mass M,"" 

Qc 

ahf 
QR 
(Q,), 
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